November 21, 2022

Via Regulations.gov
Before the
Federal Trade Commission
Washington, D.C.

Commercial Surveillance ANPR, R111004

The Commission asked for comments regarding the prevalence of commercial surveillance and harmful data security practices. We, the undersigned, are interdisciplinary academic researchers from Boston University, Northeastern University, Princeton University, University of California Davis, University of California Irvine, and University of Washington with expertise spanning computer science, information science, security, and law. Contributing researchers span these multiple institutions and several multi- and cross-disciplinary projects, including: the ProperData Center (BU, IMDEA, NU, UCI, UC Davis, USC), the Center for Information Technology Policy (Princeton), Security and Privacy Lab (UW), and the Cybersecurity and Privacy Institute (NU).

In this Comment we provide suggestions for the Commission to implement new trade regulation rules (or alternatives) concerning unfair or deceptive data practices. These recommendations are based on the vast range of empirical and policy-focused research conducted by the undersigned researchers, with all cited scholarly papers written by the undersigned appended at the end of the Comment or in supplementary files for this Comment. Please find recommendations organized according to the categories of questions posed by the FTC, in numerical order.

Thank you for the opportunity to submit public comments through the ANPR; we additionally welcome any questions to the contact information below.

Signatories

Signed,**

David Choffnes*
Associate Professor; Khoury College of Computer Sciences, Northeastern University
PI, ProperData Center

Hao Cui*
PhD Student, University of California Irvine

Daniel Dubois
Research Scientist, Khoury College of Computer Sciences, Northeastern University

Alexander Gamero-Garrido
Ford Foundation Post-Doc Fellow, Khoury College of Computer Sciences, Northeastern University

Jeffrey Gleason*
PhD Student, Khoury College of Computer Sciences, Northeastern University

Johanna Gunawan*
PhD Candidate, Khoury College of Computer Sciences, Northeastern University

Woodrow Hartzog
Professor of Law, Boston University

Basileal Imana*
PhD Candidate, University of Southern California

Umar Iqbal*
Postdoctoral Researcher, Security and Privacy Lab, University of Washington

Levi Kaplan
PhD Student, Khoury College of Computer Sciences, Northeastern University

Aleksandra Korolova*
Assistant Professor of Computer Science and Public Affairs, Princeton University
PI, ProperData Center

Hieu Le*
PhD Candidate, Samueli School of Engineering, University of California Irvine

Athina Markopoulou*
Professor of Electrical Engineering and Computer Science, Samueli School of Engineering, University of California Irvine
PI and Director, ProperData Center

Alan Mislove*
Professor of Computer Science and Senior Associate Dean for Academic Affairs, Khoury College of Computer Sciences, Northeastern University

Hooman Mohajeri Moghaddam*
Postdoctoral Researcher, Center for Information Technology Policy, Princeton University

Shaoor Munir*
PhD Student, Department of Computer Science, University of California Davis
Muhammad Talha Paracha  
PhD Candidate, Khoury College of Computer Sciences, Northeastern University

Piotr Sapiezynski*
Associate Research Scientist, Khoury College of Computer Sciences, Northeastern University

Zubair Shafiq*
Associate Professor, Department of Computer Science, University of California Davis  
PI, ProperData Center

Rahmadi Trimananda*
Project Scientist, Samueli School of Engineering, University of California Irvine

Janus Varmarken*
PhD Candidate, University of California, Irvine

Christo Wilson*
Associate Professor, Khoury College of Computer Sciences, Northeastern University

(*) Denotes those who provided considerable drafting assistance  
(**) Disclaimer: Titles and affiliations are provided for identification purposes only. The comments are submitted on behalf of the contributing researchers in their personal capacity, and not on behalf of the Cybersecurity and Privacy Institute, Northeastern University, University of California, University of Washington, the entire ProperData team, or the National Science Foundation.

Contact: gunawan.jo@northeastern.edu
# Table of Contents

Signatories 1

**Table of Contents** 4

**Comment** 5

- Harms to Consumers 5
- Regulations 12
  - Rulemaking Generally 12
  - Data Security 13
    - Collection, Use, Retention, and Transfer of Consumer Data 14
- Automated Systems 20
- Discrimination 21
- Consumer Consent 25
- Notice, Transparency, and Disclosure 26
- Remedies 32
- Obsolescence 32
Comment

Addressed questions are bolded and organized in original order according to the ANPR categories. Unanswered questions have been removed.

Harms to Consumers

This ANPR has alluded to only a fraction of the potential consumer harms arising from lax data security or commercial surveillance practices, including those concerning physical security, economic injury, psychological harm, reputational injury, and unwanted intrusion.

1. Which practices do companies use to surveil consumers?
2. Which measures do companies use to protect consumer data?
3. Which of these measures or practices are prevalent? Are some practices more prevalent in some sectors than in others?
4. How, if at all, do these commercial surveillance practices harm consumers or increase the risk of harm to consumers?
5. Are there some harms that consumers may not easily discern or identify? Which are they?
6. Are there some harms that consumers may not easily quantify or measure? Which are they?

Regarding Questions 1–4 for mobile apps, IoT, and virtual reality (VR) devices:

For mobile apps, we find a long history of collecting data about who the consumer is, where they are located, and what they are doing as they interact with devices. For example, we found that apps pervasively collect data attributed to hardware identifiers as well as (resettable) uniquely identifiable advertising IDs and geolocations—allowing them to track individuals and where they are located over time\(^1\). Further, they sometimes gather contact information about consumers and contacts in their address books. The set of data about consumers collected by apps often changes over time,\(^2\) but overall we find that more data about consumers is exposed over time as apps evolve.\(^3\) In another line of work, we found no evidence of surreptitious recording of consumers via

---

2 Ren, *Bug Fixes*.
mobile device microphones, but instead found cases where videos of user interactions with mobile apps were sent to a third party.\(^4\)

In terms of protections, we find that most apps encrypt their network connections to protect against eavesdroppers (though we found several cases where credentials were exposed in plaintext, which we responsibly disclosed).\(^5\)

For Internet-of-things (IoT) devices such as smart TVs and smart speakers, we find that commercial surveillance is harder to quantify due to extensive use of end-to-end encryption, which protects consumer data from eavesdroppers but frustrates attempts to audit what surveillance may take place via the data in those connections. We nonetheless find numerous cases where IoT devices contact third parties (some of which are known trackers),\(^6,7\) and further we find that most of them serve no observable purpose for the main functionality of the devices. In fact, when we block such traffic, the devices continue to operate normally.\(^8\)

For smart TVs in particular, we find that first, third, and platform parties collect a multitude of different data types that can be used to identify the user.\(^9\) Notably, we find that some destinations collect both dynamic identifiers (advertising ID) and static identifiers (serial number) jointly. This practice effectively eliminates the user’s ability to opt out of targeted advertising by resetting their dynamic IDs, as the tracker can simply link the old and the new dynamic IDs by joining on the static ID. When inspecting the domains that Roku and Fire TV apps contact, we find significant differences in apps’ behaviors: 60% of apps (out of 1K total per platform) contact a handful or fewer ad/tracking domains, but 10% of Roku and Fire TV apps contact 20+ and 10+ ad/tracking domains, respectively. Due to the closed nature of many smart TV platforms, the privacy enhancing technologies available to consumers are in general limited to in-network tools such as Pi-Hole that block ads and tracking at domain-level granularity. Unfortunately, we observe that such coarse-grained approaches commonly cause app breakage, miss some ads, or miss blocking requests that expose PII.

\(^5\) Ren, ReCon, and Leung. Bug Fixes.
When focusing on smart speakers, we find that the always-on microphones generate misactivations due to incorrectly interpreting a wake word, leading to audio recording that was not intended or expected by the user. While most of these are just a few seconds, they sometimes can last tens of seconds, leading to an invasion of privacy. We further find that information about consumers can be exposed to third-party software running on voice assistants. Specifically, we found that Amazon and Alexa Skills (apps) obtain information about consumers when a skill is installed and used and that this information is likely shared with third-parties. We also found that this information is processed and used to target personalized ads to users (contrary to previous statements by the platform operator), and that most skills have either missing or vague privacy policies.

For VR devices, such as the Oculus VR, we find that apps send personal identifiers (e.g., email, device ID, etc.), metadata that can be used to fingerprint the user (e.g., system version, app name, etc.), and even platform-specific data such as VR movement and play area to first, third, and platform parties. When inspecting domains that are contacted, we observe that the Oculus VR’s advertising and tracking ecosystem is still in its infancy. It is mostly dominated by platform party (i.e., Oculus and Facebook); with several tracking domains from Google, Facebook, and Unity; and without any ad-related domains since there were no on-device ads. This contrasts with the large and diverse ecosystems of other more mature platforms, such as mobile and smart TVs. Protection is also greatly limited for VR, as Pi-Hole do not have curated blocklists for VR. In addition, the Oculus OS is not open-sourced and does not provide any means for auditing, making it extremely challenging to audit the data collection practices for its apps.

Regarding Questions 1, 3, 4-6 for web applications:

As third-party cookies are being phased out, websites are resorting to new techniques for tracking. Our recent research shows that many ad-tech organizations are now using first-party cookies for tracking when third-party cookies are blocked. Specifically, we found that more than 90% of the top-10K websites employ first-party tracking cookies. Our research also shows that websites are increasingly employing highly invasive browser fingerprinting techniques for cross-site tracking. Our research has shown that browser fingerprinting is now used on over a quarter of the top-10K websites by known cross-site tracking companies. It is much harder (almost impossible, perhaps)

11 Iqbal et. al. Your Echos are Heard.
13 Varmarken et al. The TV is Smart and Full of Trackers.
https://doi.org/10.48550/arXiv.2208.12370
for users to detect and protect themselves against these tracking techniques. Specifically, in contrast to third-party cookies that users can observe and delete from their browsers, users cannot easily block first-party cookies and the browser APIs used to generate fingerprints without compromising the functionality of the website. Similarly, we find that companies employ specialized techniques, such as randomizing URL components (subdomains, paths), obfuscating JavaScript, and obfuscating the HTML structure of the ad itself, to circumvent privacy-enhancing technologies like adblockers. It is well-known that tracking happens alongside these obfuscated ad requests. We show that these circumvention approaches are aggressive, requiring human experts that maintain privacy-protective blocking tools on almost an hourly basis to combat these aggressive and dynamic circumvention techniques. Notably, some of these circumvention techniques can negatively impact website loading times. In summary, our research clearly shows that many websites are actively attempting to undermine or thwart privacy protections.

Tracking data is widely disseminated amongst participants in the targeted advertising ecosystem. Ad networks, ad exchanges, supply-side, and demand-side platforms routinely share the unique identifiers they have assigned to users with each other (a process known as cookie matching or cookie syncing), as well as information about users’ browsing history. Simultaneously, ad exchanges (also known as Real Time Bidding [RTB] exchanges) forward impressions to hundreds of demand-side platforms so that they may bid upon them. Each bid request includes users’ unique identifiers, IP address, geolocation, and browsing history, thus diffusing this information to hundreds of companies within the exchange. One study found that hundreds of advertising companies are able to observe the majority of users’ web browsing history, not because they are embedded within websites by publishers, but because they are present within major ad exchanges and glean tracking data from the bidstream. Another study found that advertising companies receive bid requests, and personal information therein, even though they do not actually participate in the auction. Specifically, “null” or zero bids made up over 22% of all bids in one study.

The diffusion of tracking data via ad exchanges is particularly pernicious because it is invisible to users. Users have no way of peering inside ad exchanges to know which companies are present and thus receiving their PII. This lack of transparency challenges the notion of “consent” with respect to online tracking: people cannot reasonably consent to data collection and sharing when the scope of the sharing and the parties involved are opaque.

Regarding Questions 5 and 6 for UX/dark patterns:

---

Non-material harms in particular are challenging for consumers to easily discern or identify. For online designs and user interfaces, dark patterns present a unique set of difficulties for understanding potential harms. For example, missing privacy controls (in particular controls for exiting an online service and deleting accounts) present ‘Roach Motel’ dark patterns, which unfairly trap consumers in data relationships with companies and disempower consumers trying to manage these relationships efficiently.\textsuperscript{20} Such designs may present non-material harms, or exacerbate other privacy or financial harms. User studies by other scholars explore consumer ability to identify or discern manipulation or harm and find continued challenges in articulately assessing interface harms.

Regarding Questions 5 and 6 for mobile/IoT:

The data collection that occurs is often completely invisible to the user. For example, in the Harvest documentary\textsuperscript{21}, we found that the subject’s geolocation was exposed to third parties thousands of times over the course of the week—providing detailed insights into where she lived, worked, and spent time with her family. This chilling short film is not an outlier—as regular consumers, the flow of data from our devices to commercial surveillance systems is opaque and difficult to capture/present to consumers.

One way to assess that this surveillance is unknown to consumers is to provide them with the information we find through our research and see how they react. We did just this: we provided participants in our ReCon project with information about how their personal data was exposed to other parties, and we asked participants, “Have you changed your ways of using your smartphone and its applications based on the information provided by our system?” Of those who responded to the voluntary survey, a majority (20/26) indicated that they found the system useful and changed their habits related to privacy when using mobile devices.\textsuperscript{22}

7. How should the Commission identify and evaluate these commercial surveillance harms or potential harms?
8. Which areas or kinds of harm, if any, has the Commission failed to address through its enforcement actions?

Regarding Questions 7 and 8 for UX/dark patterns:

Other regulatory agencies internationally have assessed damages nonmaterial harms as pertaining to issuing damages or consumer redress in two main methods: one that considers infringement sufficient for consumer redress, and another that requires more stringent evaluations of injury. The Commission might pursue similar strategies for assessing potential harms; issues of \textit{de minimis}

\textsuperscript{22} Ren, \textit{ReCon}.
scale should not be deprioritized when unfair and deceptive practices (particularly in user experience design, e.g. dark patterns) may trigger such non-material harms.23

The Commission has already addressed dark patterns and similar designs in a few cases24 and is reasonably effective in regulating against deception in these designs. For example, the Commission’s recent complaint against CreditKarma25 and subsequent consent order address deception and request CreditKarma to cease making misrepresented claims. State privacy laws like the CCPA and CPRA address deceptive designs for consent interactions in particular, but the Commission’s future rules should evaluate such designs for unfairness as well, under its capacity to do so. Dark patterns are not exclusively deceptive and some designs may be better regulated under unfairness claims.

Regarding Questions 7 and 8 for mobile/IoT:

Researchers have developed many tools to automatically analyze mobile apps that collect personal data, potentially in violation of privacy policies. There remain important barriers to scaling these analyses, and doing so would enable much more effective enforcement. For example, many apps have vague or permissive privacy policies that could allow just about any data collection. Instead, we need more interpretable privacy policies that can be easily mapped to specific types of data collection that can be automatically audited. Another issue is obfuscation, for example, through encrypting data or otherwise hiding the fact that commercial surveillance is occurring. There need to be transparency rules that at least provide regulators—if not independent auditors—the ability to assess whether such apps are in fact compliant with their policies and Section 5 of the FTC Act. This is particularly a problem for IoT, where researchers have much less insight into the code and data being processed by devices due to their closed nature and the difficulty with reverse engineering them.

12. Lax data security measures and harmful commercial surveillance injure different kinds of consumers (e.g., young people, workers, franchisees, small businesses, women, victims of stalking or domestic violence, racial minorities, the elderly) in different sectors (e.g., health, finance, employment) or in different segments or “stacks” of the internet economy. For example, harms arising from data security breaches in finance or healthcare may be different from those concerning discriminatory advertising on social media which may be different from those involving education technology. How, if at all, should potential new trade regulation rules address harms to different consumers across different sectors? Which commercial surveillance practices, if any, are unlawful such that new trade regulation rules

should set out clear limitations or prohibitions on them? To what extent, if any, is a comprehensive regulatory approach better than a sectoral one for any given harm?

Regarding question 12 generally:

History has taught us that it is difficult to identify categories of data collections that completely protect consumers against potential harms. One can, for example, prohibit collection of GPS coordinates to protect consumers against extensive location tracking and the inferences that can be made with them (e.g., whether a consumer has been located near an abortion provider). However, a data-collecting entity can still recover someone’s geolocation (and changes over time) via IP-to-geolocation translation followed by gyroscope data to conduct dead reckoning. One cannot simply ban gyroscope data usage, since it is also important for other applications (e.g., games).

Instead, we encourage the FTC to consider rules that protect consumers against current and future harms by devising rules that focus on the usage of data and how the data use incurs harms on consumers. One vision for this is fiduciary duties, where the entity collecting data must have the best interest of the consumer in mind when using data, not other competing interests – or a duty of loyalty. By focusing on use instead of specific data types, the rules can potentially offer broader protections for consumers that are more durable over time.

Of course, there are certain types of data that should always be protected or restricted, and already are restricted under existing laws (e.g., COPPA, HIPAA). Thus, we recommend a layered approach to rule formulation, where data collection with known harms are explicitly prohibited, and other data.

Regarding question 12 for UX/dark patterns:

New trade regulation rules should consider differences in user experiences of surveillance across ‘stacks’ of the internet economy, in particular examining how online services may make certain activities more difficult for users with varying access to multiple devices. Dark patterns impacting user controls that are inconsistent across versions of a service (e.g. mobile app, mobile browser, desktop browser, and other modalities like VR or voice) risk the potential of users who only own certain devices from effectively exercising autonomy. This entails taking a platform-wide evaluation of a web service and auditing the accessibility and availability of privacy controls in every served modality, in order to preserve fairness across ‘slices’ of the service’s user base.

---


28 Gunawan et. al., A Comparative Study of Dark Patterns.
Similarly, the emergence of voice technologies, which are deployable on standalone devices or as apps on other devices, presents new opportunities for interface unfairness and deception. Our exploratory user survey on manipulative designs in voice interactions considers how voice affordances might be used towards consumer detriment. While sight-abled consumers may be able to access controls in visual interfaces, blind or visually-impaired consumers may be more dependent on voice-assisted technologies. As such, holistic evaluation of a service’ experience offerings should take different user segments into account.

Regulations

Rulemaking Generally

30. Should the Commission pursue a Section 18 rulemaking on commercial surveillance and data security? To what extent are existing legal authorities and extralegal measures, including self-regulation, sufficient? To what extent, if at all, are self-regulatory principles effective?

Regarding Question 30:

The Commissions should pursue new rulemaking on commercial surveillance and data security.

Existing laws in the United States meant to reign in commercial surveillance are not strong enough, nor are they uniform enough. For example, recent work that has examined compliance with the California Consumer Privacy Act (CCPA) found that of the 10,000 websites that appear to meet the CCPA’s applicability criteria, only 18% were meeting the bare-minimum requirements of the law. Given that other states are now adopting similarly structured online privacy laws, it is reasonable to assume that similar non-compliance problems will affect these other laws.

Industry self-regulation is also not the solution. Industry has consistently sabotaged efforts to improve online privacy that were unfavorable to its interests (e.g., the Do Not Track [DNT] standard), while promulgating their own “solutions” that are cumbersome, counterproductive, or fail to be meaningfully enforced. Examples include the following:

- The Network Advertising Initiative’s browser-based opt-out tool is not honored by all advertising industry participants and—because it is cookie-based—necessitates that users

---


opt-out on every device, in every browser they use, and opt-out again if they clear their cookies.

- Android’s advertising opt-out does not actually prevent apps from reading the devices’ advertising ID, sharing it with first- and third-parties, or using the ID to target ads (Google is finally changing this behavior in 2023).
- Google’s efforts to deprecate third-party cookies from Chrome have been pushed back several times, and their proposed replacement technologies in the “Privacy Sandbox” create new privacy problems and opportunities for tracking.\(^{32}\)
- The Interactive Advertising Bureau (IAB) defines a transparency standard for online advertising exchanges called sellers.json that requires ad exchanges to reveal the publishers whose impression inventory they are authorized to sell. Despite being party to the standard, the company with the largest exchange—Google—has consistently failed to comply. As of this writing, Google’s sellers.json still obfuscates over 90% of their publisher partners.
- Further, even when available and not obfuscated, sellers.json of most ad exchanges is riddled with mistakes and misrepresentations (e.g., invalid domain names, duplicate seller identifiers), making them useless for performing even basic validation.\(^{33}\) In sum, compliance with self-regulation efforts (e.g., IAB’s ads.txt and sellers.json standards) is lacking.

Data Security

31. Should the Commission commence a Section 18 rulemaking on data security? The Commission specifically seeks comment on how potential new trade regulation rules could require or help incentivize reasonable data security.

32. Should, for example, new rules require businesses to implement administrative, technical, and physical data security measures, including encryption techniques, to protect against risks to the security, confidentiality, or integrity of covered data? If so, which measures? How granular should such measures be? Is there evidence of any impediments to implementing such measures?

33. Should new rules codify the prohibition on deceptive claims about consumer data security, accordingly authorizing the Commission to seek civil penalties for first-time violations?


Regarding Questions 31-33:

The undersigned generally agree that the Commission should in fact commence a Section 18
rulemaking on commercial surveillance and data security to provide the opportunity for privacy
and security scholars to contribute knowledge to data security rules. Requirements in the rules may
follow from the scholarly findings cited and detailed in the papers cited and appended within this
Comment in response to related questions posed by the Commission. The works cited provide
evidence of frequent data security failures in industry, and provide recommendations for various
measures to differing granularity. Thus this work broadly supports new rules and requirements
regarding data security writ large.

36. To what extent, if at all, should the Commission require firms to certify that their data
practices meet clear security standards? If so, who should set those standards, the FTC or a
third-party entity?

Regarding Question 36:

While there are many examples of best practices and rules around data security (e.g., FIPS), data
security standards evolve over time as new threats and countermeasures evolve. We recommend
that the FTC establish a body of independent data security experts to set the standards to be
enforced by the FTC, and leverage a combination of independent auditors and internal audits to
enforce compliance. A diversity of auditing providers can address potential inconsistencies and
adversarial behavior that might otherwise occur. Some audits of data security practices can be
automated in a straightforward manner, e.g., ensuring correct and secure encryption for data in
flight.34

Collection, Use, Retention, and Transfer of Consumer Data

38. How do companies collect consumers’ biometric information? What kinds of biometric
information do companies collect? For what purposes do they collect and use it? Are
customers typically aware of that collection and use? What are the benefits and harms of
these practices?

Regarding Question 37 for VR:

In the case of VR, we have looked into the Oculus VR ecosystem as currently, arguably, the most
widely used VR platform. The apps, platform, and third parties in Oculus VR collect (including but

34 Amogh Pradeep, Muhammad Talha Paracha, Protick Bhowmick, Ali Davanian, Abbas Razaghpanah,
Taejoong Chung, Martina Lindorfer, Narseo Vallina-Rodriguez, Dave Levin, and David Choffnes. 2022. A
comparative analysis of certificate pinning in Android & iOS. In Proceedings of the 22nd ACM Internet
Measurement Conference (IMC ’22). Association for Computing Machinery, New York, NY, USA,
605–618. https://doi.org/10.1145/3517745.3561439; Muhammad Talha Paracha, Daniel J. Dubois, Narseo
In Proceedings of the 21st ACM Internet Measurement Conference (IMC ’21). Association for Computing
not limited to) play area, movement, field of view, and pupilary as reported in the OVRseen work. They are collected by the sensors on the device and these data types were found in the (decrypted) network traffic. Furthermore, they also collect voice, and, in the near future, facial expressions. The purposes of data collection, as described in the OVRseen paper, include core (functionality, security, etc.) and non-core (advertising, analytics, etc.) purposes. Depending on how the raw/processed data is collected and processed, there may be privacy harms to users, e.g., the Meta Quest Pro headset announcement claims that the facial expression data are going to be kept locally on the headset and only the processed data will be sent to the servers, but it is unclear whether the processed data can still be de-anonymized or not.

38. Should the Commission consider limiting commercial surveillance practices that use or facilitate the use of facial recognition, fingerprinting, or other biometric technologies? If so, how?

Much of the cited scholarship in this Comment supports limitations on commercial surveillance practices.

Regarding Question 38 for VR:

Given the findings discussed regarding virtual reality in response to Question 37 of this ANPR, it is best to limit the commercial surveillance practices w.r.t. facial recognition, fingerprinting, or similar biometric technologies; at least, in the sense that one can audit that although the data are collected they are only meant for the context of core purposes, e.g., functionality of the app. Further, local processing should be enforced and audited, instead of cloud processing. Collection for other non-core purposes, e.g., advertising, should definitely be limited/restricted/regulated more carefully. Furthermore, it is also important for the companies to provide means for auditing these practices, namely to increase transparency beyond just stating the practices in their privacy policies.

Regarding Question 37 and 38 for Smart Speakers:

Our research has shown that smart speakers collect and use voice data (either directly or indirectly) to infer user interests and use it to serve behaviorally targeted ads. This is despite them making deceptive public promises that they do not use this information to target ads. Furthermore, smart speaker vendors have patented several privacy-infringing practices (e.g.,

36 https://www.oculus.com/blog/meta-quest-pro-privacy/
37 Trimananda et. al., OVRSeen.
inference of physical and emotional characteristics of users’ voices) to monetize voice input. Since voice data is biometric information about the user, and it is nearly impossible to change, the Commission should seriously consider limiting its usage for non-essential purposes (e.g., for advertising) that go beyond functional purposes.

39. To what extent, if at all, should the Commission limit companies that provide any specifically enumerated services (e.g., finance, healthcare, search, or social media) from owning or operating a business that engages in any specific commercial surveillance practices like personalized or targeted advertising? If so, how? What would the relative costs and benefits of such a rule be, given that consumers generally pay zero dollars for services that are financed through advertising?

Regarding Question 39:

During the peak of the COVID-19 pandemic, many healthcare-related services sprang to action towards the goal of containing the viral spread; this provides a recent and poignant illustration of the trust gaps that remain between consumers and technologies, and especially between consumers and sensitive services like healthcare. Customers unable to easily trust the types of technologies used in COVID responses (spanning facial recognition and temperature scanners, contact tracing apps, and others) due to the failures in secure data practices, honest and non-exploitative interfaces, and exploitation of PII for personalization, targeting, and increased engagement with the service. Trust is necessary across all online services, but especially so in the finance and healthcare sectors, or other critical services. Eroding trust within such sectors may leave consumers vulnerable to other harmful actors and without appealing or viable alternatives that will protect their sector-based interests (e.g. financial interests or well-being) as well as their data. Thus we recommend the Commission limits such services from engaging in commercial surveillance practices, for many of the other reasons articulated by other work cited in this Comment but additionally to maintain consumer trust in services available to them.

This concept is additionally noted in a ‘duty of loyalty’ to data subjects, which suggests that companies should behave in a manner that minimizes digital opportunism while maximizing the data subject’s best interests for their purposes in using the service.

41. To what alternative advertising practices, if any, would companies turn in the event new rules somehow limit first- or third-party targeting?

Regarding Question 41:

---

42 Richards and Hartzog, A Duty of Loyalty.
One possibility is that companies will turn towards contextual advertising, which was long the cornerstone of the advertising industry before the advent of ubiquitous tracking made more invasive forms of targeting possible.

Another possibility is that companies will rely more heavily on custom audience-based advertising. By this, we refer to products where an advertiser uploads a list of PII to an ad network, and the ad network matches the PII to specific online users who may then be targeted with ads. It is our position that custom audience-based products are harmful and should be heavily regulated: for example, these products may be used to facilitate ad campaigns that discriminate against legally protected classes of people.\textsuperscript{43} It is unclear whether the Commission views custom audience-like products as “first- or third-party targeting”, and consequently whether they would fall within the scope of proposed rulemaking.

Yet another possibility is that platform developers—by which we mean companies that develop operating systems and browsers—will embed advertiser-friendly tracking and targeting technologies into client-side software. A prime example of this are the Federated Learning of Cohorts (FLoC) and “Topics” APIs that Google is experimenting with in Chrome: both aggregate data about users’ behavior within Chrome itself and then make some of this information available to advertisers. While Google has positioned these technologies as being part of their “Privacy Sandbox” effort, these are not Privacy Enhancing Technologies (PETS). Further, it is unclear whether the Commission views ad targeting based on client-side data as falling within the scope of “first- or third-party targeting”.

\textbf{42. How cost-effective is contextual advertising as compared to targeted advertising?}

Regarding Question 42:

A 2019 study of the “interest profiles” that large ad networks (e.g., Google and Facebook) had inferred about study participants found that less than 30\% of these interests were relevant to participants.\textsuperscript{44} Furthermore, study participants overwhelmingly reported that when they were served ads targeted to incorrectly inferred interests, they found these ads to be irrelevant.

The headline result of this study is that the data used to target many forms of online ads are low-quality and inaccurate. Money spent targeting ads to people based on inaccurate data is likely to be wasted. An advertiser might assert that incorrectly targeted ads may still function to build awareness of their brand, but this argument fails to take costs into account: targeted ads tend to be more expensive than contextual ads, and thus they are an inefficient mechanism for deploying brand-awareness campaigns.


To the best of our knowledge, there is no credible, independently conducted research demonstrating that targeted ads are more cost effective than contextually targeted ads.

43. To what extent, if at all, should new trade regulation rules impose limitations on companies’ collection, use, and retention of consumer data? Should they, for example, institute data minimization requirements or purpose limitations, i.e., limit companies from collecting, retaining, using, or transferring consumer data beyond a certain predefined point? Or, similarly, should they require companies to collect, retain, use, or transfer consumer data only to the extent necessary to deliver the specific service that a given individual consumer explicitly seeks or those that are compatible with that specific service? If so, how? How should it determine or define which uses are compatible? How, moreover, could the Commission discern which data are relevant to achieving certain purposes and no more?

Regarding Question 43:

Data minimization and purpose limitations are good examples of principles that can impose limitations on collection, use, and retention of consumer data and thus reduce the harms that would otherwise occur.

One example of how to test for data minimization and purpose limitation is to block the data from being collected and observe whether the service continues to work as expected without the data. We implemented this approach in our Blocking without Breaking paper45, demonstrating that evaluating purpose limitation is in fact feasible through technical means. There remains more work to be done to explore the set of tests that can be done to provide similar assessments for other environments.

45. Pursuant to a purpose limitation rule, how, if at all, should the Commission discern whether data that consumers give for one purpose has been only used for that specified purpose? To what extent, moreover, should the Commission permit use of consumer data that is compatible with, but distinct from, the purpose for which consumers explicitly give their data?

Regarding Question 45:

In the Internet of Things (IoT) ecosystem, there is a discrepancy between users’ expectations and how companies use their data as demonstrated by research46. The Commission should consider

45 Mandalari et. al., Blocking without Breaking.
identifying users’ expectations, using existing methods such as contextual integrity\(^{47}\) to find the right balance between user expectations and data collection and sharing practices by companies. Furthermore, IoT devices can now act as software platforms, offering the ability to third party developers to develop applications on their devices. IoT platform privacy policies allow use of users’ data for certain purposes such as fraud detection and security, while prohibiting others such as targeted advertising when users opt out of interest-based advertising. However, often third-party app developers are delegated and trusted with the task of complying with these privacy policies and it is not clear what level of enforcement, if any, currently exists in order to distinguish between different use cases of users’ data\(^{48}\). The Commission should incentivize IoT platforms to develop methods for testing whether applications follow data privacy guidelines on their devices and identify applications that are not complying with platform policies.

52. To what extent, if at all, do firms that now, by default, enable consumers to block other firms’ use of cookies and other persistent identifiers impede competition? To what extent do such measures protect consumer privacy, if at all? Should new trade regulation rules forbid the practice by, for example, requiring a form of interoperability or access to consumer data? Or should they permit or incentivize companies to limit other firms’ access to their consumers’ data? How would such rules interact with general concerns and potential remedies discussed elsewhere in this ANPR?

Regarding Question 52:

While restrictions around third-party cookies are expected to enhance and protect consumer privacy, research\(^{19}\) has shown that blocking third-party cookies has motivated the trackers and advertisers to look towards first-party cookies for identifying and tracking users. Even with complete blockage of third-party cookies at least a full year away (Google Chrome aims to block third-party cookies by the end of 2024), a majority of trackers and advertisers have been shown to rely on first-party cookies for both inter and intra-site tracking. Trackers and Advertisers like Google, Microsoft, and Criteo were found using first-party cookies on more than two-thirds of the sites tested. These cookies were found to be not only in use by these trackers themselves, but they are also being shared in abundance with other trackers and advertisers. With this network of information sharing which exists in spite of restrictions around cookies, it’s unclear if blocking third-party cookies is a silver bullet for consumer privacy. Countermeasures against use of first-party cookies and other potential replacements for third-party cookies are needed to ensure consumer privacy remains intact.

In the context of Internet of Things (IoT), IoT devices can now act as software platforms, offering the ability to third party developers to develop applications on their devices. However, besides an


\(^{49}\) Munir et al., CookieGraph.
agreement at the time of the registration that asks the third-party developers to acknowledge and abide by the platform’s privacy policies, third-party applications are often trusted with the enforcement of the platform privacy policies. While this shields the platforms from legal liability, it does not address the underlying problem. Moreover, IoT platform developers themselves engage in data collection practices that are independent of other firms and do not require data sharing methods and these practices are often not well understood, because these platforms often use proprietary software and hardware. In fact, we have already seen instances of failure to comply with privacy policies. The Commission should incentivize IoT platforms to disclose more about their data collection practices and invest more on enforcement of their privacy policies by application developers.

Automated Systems

56. To what extent, if at all, should new rules require companies to take specific steps to prevent algorithmic errors? If so, which steps? To what extent, if at all, should the Commission require firms to evaluate and certify that their reliance on automated decision-making meets clear standards concerning accuracy, validity, reliability, or error? If so, how? Who should set those standards, the FTC or a third-party entity? Or should new rules require businesses to evaluate and certify that the accuracy, validity, or reliability of their commercial surveillance practices are in accordance with their own published business policies?

Regarding Question 56:

We propose an approach similar to the Digital Services Act in the EU, where companies would be legally mandated to share data with academic researchers for the specific purpose of auditing their automated systems. Under such a framework, FTC would act as a facilitator between companies and researchers to approve audit studies, settle disputes and more. But it is ultimately researchers that would identify questions to be studied, get access to the data, conduct audits and certify compliance with legally and ethically expected behaviors.

We have also proposed a framework for how such auditing can be performed for a specific type of platform and specific types of harms -- newsfeed-driven advertisement platforms and their potential for discriminatory advertisement delivery. In a paper to appear at CSCW ‘23, we outline

51 Moghaddam. Tracking and Behavioral Targeting on Connected TV Platforms.
what specific piece of data would enable effective auditing, and how this data can be shared to researchers without compromising user privacy and while protecting companies’ business interests.53

Discrimination

65. How prevalent is algorithmic discrimination based on protected categories such as race, sex, and age? Is such discrimination more pronounced in some sectors than others? If so, which ones?

Regarding Question 65:

Our research has found a number of instances of algorithmic discrimination based on protected classes including race, sex, and age. We have focused primarily on the advertising industry, due to the ability to use advertising systems to study the underlying online platforms.

On Facebook, our group has studied algorithmic discrimination in the context of ad delivery.54 In brief, ad delivery is the process by which the platform decides which advertiser wins an ad slot—an opportunity to show an ad to a user. Today, platforms often will subsidize ads they believe are relevant to users; these estimates of relevance are often determined using machine learning models. We studied Facebook’s ad delivery algorithm by becoming a Facebook advertiser and running carefully controlled ads.

We found that biased ad delivery can occur due to the content of the ad itself (i.e., the ad headline, text, and image, collectively called the ad creative) or the content of the webpage that the ad leads to. For example, ads targeting the same audience but that include a creative that would stereotypically be of the most interest to men (e.g., bodybuilding) can deliver to over 80% men, and those that include a creative that would stereotypically be of the most interest to women (e.g., cosmetics) can deliver to over 90% women. Similarly, ads referring to cultural content stereotypically of most interest to Black users (e.g., hip-hop) can deliver to over 85% Black users, and those referring to content stereotypically of interest to white users (e.g., country music) can deliver to over 80% white users, even when targeted identically by the advertiser. Thus, despite placing the same bid on the same audience, the advertiser’s ad delivery can be heavily skewed by the platform, often unbeknownst to the advertiser, based on the ad creative alone.

Worse, we found that these effects persist along gender and racial lines for ads for employment opportunities, and they are present despite Facebook having a distinct ad creation flow for housing, credit, and employment ads. In the most extreme cases, our ads for jobs in the lumber industry reach an audience that is 72% white and 90% male, our ads for cashier positions in supermarkets reach an 85% female audience, and our ads for positions in taxi companies reach a 75% Black

54 Ali et. al., Discrimination through Optimization.
audience, even though the targeted audience specified by us as an advertiser is identical and balanced across gender and racial lines for all three.

Further, we found that these biased delivery effects cannot be explained simply by population-level differences between demographic groups in professional qualifications. We found that when two jobs that require the same set of skills are advertised by different companies, the ad delivery is skewed based on existing employee demographics of those companies: our ads for software engineers at Nvidia delivered significantly more to men than our ads for software engineers at Netflix, despite identical targeting parameters and expected qualifications. We have also shown that Facebook’s delivery algorithm can skew the reached audience based on the demographics of the person depicted in the job and that advertisers may be deliberately choosing the advertising images in response to this.

Unfortunately, platforms’ efforts to combat discrimination are not always successful. Following a civil rights settlement Facebook removed demographic attributes as input from an algorithm for finding users similar to those provided by the advertiser. Our measurements showed that despite this change, the new algorithm produced results often not less biased than the original algorithm, i.e. if the advertiser provided a list of mostly male users, the algorithm would identify other male users as similar; the same effect held for age, race, and political leaning. Following a settlement with the Department of Justice, Facebook removed advertisers’ access to either algorithm when running ads for housing, employment, and credit.

Furthermore, our group has studied algorithmic discrimination based on race and gender in the context of online labor markets and freelance marketplaces. In the context of online labor markets, we collected search results from Indeed, Monster, and CareerBuilder based on 35 job titles in 20 U.S. cities. On the positive side, we found that the ranking algorithms used by all three hiring sites did not use candidates’ inferred gender as a feature. However, we did observe significant and consistent group unfairness against feminine candidates in roughly 1/3 of the job titles examined. Specifically, the ranking algorithms reflected structural gender inequalities that were embedded in the raw data. In the context of online freelance marketplaces, we collected worker profiles from TaskRabbit and

---

58 Sapiezynski et. al., *Algorithms that “Don’t See Color.”*
Fiverr. In both marketplaces, we found that perceived gender and race were significantly correlated with worker evaluations (e.g. ratings, reviews). We also found that TaskRabbit’s algorithm generated results that were significantly correlated with perceived race and gender. Although we couldn’t determine the cause of this bias, one plausible explanation was that the algorithm was designed to take customer behavior (e.g. ratings, reviews, clicks on profiles) into account.

66. How should the Commission evaluate or measure algorithmic discrimination? How does algorithmic discrimination affect consumers, directly and indirectly? To what extent, if at all, does algorithmic discrimination stifle innovation or competition?

Regarding Question 66:

Our group has had significant success developing methodologies to perform external algorithm audits. In brief, these audits allow third parties who have no privileged access to the system of concern to study the algorithms that power them and reach scientific conclusions about how decisions are made. Algorithm audits are often highly customized to the particular system under study, as the levels of access, input data, output results, and other constraints often necessitate

---


different approaches. But we have successfully conducted audits of web search engines,\textsuperscript{62} hiring systems,\textsuperscript{63} transportation network companies,\textsuperscript{64} and advertising platforms.\textsuperscript{65}

Our group has also proposed a new framework for adding explicit platform support for auditing advertising platforms.\textsuperscript{66} At a high-level, the framework would allow external researchers to directly measure various forms of algorithmic discrimination without the need to come up with the highly customized approaches and data collection methods that our prior external audits have had to develop. Giving researchers auditor-specific and privileged access to conduct audits helps avoid the constraints of fully external auditing methods which rely on the limited features that platforms make available to any user or advertiser. Our proposal shows how platforms can provide such access while safeguarding privacy interests of users and business interests of platforms.

\textbf{67. How should the Commission address such algorithmic discrimination? Should it consider new trade regulation rules that bar or somehow limit the deployment of any system that produces discrimination, irrespective of the data or processes on which those outcomes are based? If so, which standards should the Commission use to measure or evaluate disparate outcomes? How should the Commission analyze discrimination based on proxies for protected categories? How should the Commission analyze discrimination when more than one protected category is implicated (e.g., pregnant veteran or Black woman)?}

Regarding Question 67:

In addressing discrimination, the Commission should look end-to-end and not focus on individual components of a larger system, or rely solely on limiting the kinds of inputs provided to systems. Let us provide an instructive example, in which we have shown that such approaches are doomed to failure.\textsuperscript{67} Facebook provides a tool to advertisers to find users who “look like” their current customers (this is literally called Lookalike Audiences on Facebook). Based on a machine learning


\textsuperscript{63} Chen et al., \textit{Investigating the Impact of Gender on Rank in Resume Search Engines}; Hannák et al., \textit{Bias in Online Freelance Marketplaces: Evidence from TaskRabbit and Fiverr}


\textsuperscript{65} Ali et. al, \textit{Discrimination through Optimization}; Kaplan et. al., \textit{Measurement and analysis of implied identity}; Imana et. al. \textit{Auditing for Discrimination}.

\textsuperscript{66} Imana et. al., \textit{Having your Privacy Cake and Eating it Too}.

\textsuperscript{67} Sapiezyński et. al., \textit{Algorithms that “Don’t See Color.”}
algorithm, this product takes in a list of users provided by the advertiser, and constructs a larger list of users who are similar. In 2018, Facebook settled a lawsuit with the National Fair Housing Alliance concerning how this tool could lead to discrimination. Facebook agreed to modify the functionality of Lookalike Audiences when used to target housing, credit, and employment ads. In brief, Facebook created the Special Ad Audiences tool, which works like Lookalike Audiences, except its algorithm does not consider users’ age, gender, relationship status, religious views, school, political views, interests, or zip code when detecting common qualities.

Facebook left both tools accessible, allowing us to compare whether removing these features actually reduces the level of disparity in the resulting audiences. We demonstrated that our Special Ad audiences are skewed to almost the same degree as Lookalike audiences, with many of the results being statistically indistinguishable. For example, when using a source audience that is all women, our Lookalike audience-targeted ad delivered to 96.1% women, while Special Ad audience-targeted ad delivered to 91.2% women. We also provide evidence indicating that both Lookalike and Special Ad audiences carry—to a certain extent—the biases of the source audience in terms of race and political affiliation.

68. Should the Commission focus on harms based on protected classes? Should the Commission consider harms to other underserved groups that current law does not recognize as protected from discrimination (e.g., unhoused people or residents of rural communities)?

Regarding Question 68:

Yes, the Commission should focus on both legally protected classes as well as other portions of the population that may be vulnerable but do not enjoy the same legal protections. In the context of advertising, most online platforms are built to identify which users are most “receptive” to ads – essentially, they are built to discriminate (in a statistical, not legal, sense). In many cases, being in a vulnerable population is predictive of whether you are likely to engage with a particular ad or opportunity. As a result, these systems will often pick up on and exploit such divisions. We make this suggestion following cites and responses to other questions regarding discrimination in this Comment.

Consumer Consent

80. Have opt-out choices proved effective in protecting against commercial surveillance? If so, how and in what contexts?

Regarding question 80:

Websites often utilize Consent Management Platforms (CMPs), such as OneTrust68, to solicit user consent, with the expectation that the consent will be respected and the users data will not be

---

68 OneTrust: https://www.onetrust.com
processed, shared, and sold. Our research\textsuperscript{69} evaluated several CMPs, and has shown that user data is unfortunately still being collected, processed, and shared even when users opt-out. Specifically, even after opting-out third-parties (embedded on websites), including advertisers, still collect user cookies, share it with other third-parties (e.g., through HTTP redirects), and use it to serve targeted advertisements. Overall, our measurements cast a doubt if consent conveyed through CMPs is effective at protecting users’ online privacy.

82. How, if at all, should the Commission require companies to recognize or abide by each consumer’s respective choice about opting out of commercial surveillance practices—whether it be for all commercial surveillance practices or just some? How would any such rule affect consumers, given that they do not all have the same preference for the amount or kinds of personal information that they share?

Regarding question 82:

On Consent, Opt-Out, and Dark Patterns: If services can be used across modalities but opt-out choices are not equivalently provided, then they are not effective in these cases. Similarly, options should not asymmetrically introduce friction for options the company prefers (to consumers’ potential detriment). Deploying such designs for opt-out regimes risks unequal experiences for different consumer demographics, with potentially worse outcomes for those with less access to multiple modalities (in particular, we find that apps tend towards having more dark patterns than websites, which increases risk for consumers who primarily or solely use app version of services out of necessity).\textsuperscript{70} We additionally suggest that the FTC recommend that companies provide equivalent access to relevant controls for opt-out or similar controls in settings interfaces, and that the FTC especially hold companies to this standard if they provide services across multiple modalities. Choices should be controllable from all modalities and applied equivalently; e.g. turning off cookies on a web browser site should prevent similar information from being used in an app version, and consumers should be able to trust that certain settings are universally honored beyond the local modality used.

Notice, Transparency, and Disclosure

83. \textbf{What kinds of information should new trade regulation rules require companies to make available and in what form?}

Regarding Q83:

Work cited in this Comment affirms our stance that the Commission should consider rules requiring companies to give notice of their commercial surveillance practices. Current forms of notice include privacy policies, press releases, and interaction with the user during the service.

\textsuperscript{69} Liu et al., \textit{Opted Out, Yet Tracked: Are Regulations Enough to Protect Your Privacy?}
\textsuperscript{70} Gunawan et. al., \textit{A Comparative Study of Dark Patterns Across Web and Mobile Modalities}. 
On privacy policies:
An entity’s written privacy policy is the interface between privacy laws, and system design and implementation, as well as communication with the user. While providing a privacy policy is necessary, it is currently not sufficient to provide transparency due to the following challenges:

- A privacy policy must be written so that it meets the minimum requirements in order to be compliant with privacy laws.
- A privacy policy must accurately and comprehensively describe the data collection practices implemented by the system and any third-party libraries the system uses. There is currently a disconnect between the text of privacy policies and the design and implementation of the corresponding systems. There is currently no technical or automated way to audit or enforce the privacy policies.
- A privacy policy should be (i) comprehensive in its coverage of the system functionality and law requirements, (ii) self-consistent, i.e., without contradicting statements, and (iii) present information to the user in a way that is easily understood. Today’s privacy policies are typically long, and written in a vague or misleading way. This creates a challenge for users to understand.

We believe that privacy policies should continue to be required for companies, so that they disclose their data collection (or “commercial surveillance”) practices in legally-binding ways. However, we also believe that these policies should be written more clearly, in a simple and standard way that makes it possible to understand, audit and enforce them on the corresponding systems.

(1) Precise definition: More specifically, the exact information of what must be disclosed in privacy policies should be guided by and aligned with the disclosure requirements in privacy laws. For example, privacy laws, such as GDPR and CCPA, currency require at least disclosure of the following information regarding data collection, use, and sharing practices:

- Categories of personal information collected, used, or shared
- Source (GDPR) or categories of sources (CCPA) of the personal information
- Purposes for the collection, use, and sharing of personal information
- Categories of third parties with whom personal information is shared

This has led to privacy policies currently being written in sections with lists of items, e.g., “We collect the following categories of personal information…..”, “We use your personal information for…..”, “We disclose your information with…..”. Although compliant with the disclosure requirements of privacy laws, this way of writing privacy policies gives only a vague description of what exact data types are collected, by which entity, and for which exact purpose. New rules should require that privacy policies have precise statements, such as: “we collect your email address for the purpose of providing you service X …; we share your email address with Google for monetization purposes… etc.”

Furthermore, many policies are also vague about the exact data types (e.g., using generic terms such as device information, personal information, etc.) and about the entities that collect or receive the data (e.g. *third-party vendor* instead of the exact company name). **New rules should** require that a policy clearly defines these terms.

(2) **Clear presentation.** To facilitate users’ understanding, **new rules should** require a standardized concise representation of privacy policy that disclose only important aspects, e.g., the type of personal information collected, the categories of third parties with whom the company shares it, and the purposes for which the company uses it. Early examples to the right direction include Apple and Google’s app stores’ “privacy labels”, which summarize privacy notices.

(3) **Auditing.** Most importantly, it is not enough to specify a privacy policy, if there is no technical way to check the actual behavior and consistency of the corresponding system. **New rules should** give users ways to inspect their personal information that companies collect (e.g., see GDPR Article 20 “Right to data portability”). There should be technical ways, e.g., interfaces provided by the companies for auditing, that allow an external auditor to inspect the system’s data commercial surveillance practices, and declare if they are consistent with the privacy policy and the law. We have performed one such auditing of data collection practices and their consistency with their privacy policies, specifically for Oculus VR\(^7\), which can be used as a template going forward.\(^7\)

### 84. In which contexts are transparency or disclosure requirements effective? In which contexts are they less effective?

Regarding Question 84:

Privacy policies and similar disclosures are commonly left unread by consumers with little time to read them, which is troubling as these documents may contain important information and even avenues for exercising data rights or controls. Compliance measured only by disclosures is ineffective; compliance must be accompanied with auditable behavior within the service that corresponds to the privacy policies or other documents.

Beyond improved auditing enforcement, transparency or disclosure requirements are ineffective if users are not able to easily access controls referred to in disclosures. One such example is lack of compliance to the CCPA’s DNSMPI link requirements;\(^7\) if these are not clearly, conspicuously, and transparently provided to users, or if other controls or instructions are buried within lengthy disclosures and not provided in relevant interactions, then disclosure alone does not effectively provide consumers with options. In such cases, the consumer option itself is not disclosed appropriately – this is a separate, but related issue to a failure to disclose practices writ large.

---

\(^7\) Trimananda et al, *OVRSeen*.

\(^7\) Markopoulou et al., *A CI-Based Auditing Framework*.

\(^7\) Van Nortwick and Wilson, *Setting the Bar Low*.
Please also see response to Q83 above, and citations therein.

85. Which, if any, mechanisms should the Commission use to require or incentivize companies to be forthcoming? Which, if any, mechanisms should the Commission use to verify the sufficiency, accuracy, or authenticity of the information that companies provide?

Regarding Question 85:

Current Internet and Web technologies on personal computers and mobile devices often have well-supported ecosystems for monitoring and intercepting network traffic that enable researchers to study the data sharing practices on these platforms, such as tools for modern web browsers\(^\text{76}\) and mobile operating systems\(^\text{77}\). However, the emerging Internet of things (IoT) devices often run on proprietary software and hardware and do not currently provide the same level of access for analyzing such devices, as already pointed out by researchers\(^\text{78}\). This makes the task of understanding data sharing patterns and privacy policy enforcement more difficult on these platforms, because monitoring network traffic is often only possible by device manufacturers and developers. The Commission should incentivize companies to open up their devices to researchers, while being cognizant of the concerns around intellectual property. The Commission can lower the cost of monitoring and studying these platforms by providing incentives to companies to partner with researchers and providing them with special hardware prototypes or debug software licenses. The Commission can also engage with standardization efforts that include transparency and user privacy as their goals, such as the Digital Standard by the Consumer Reports.\(^\text{79}\)

Please also see response to Q83 above, regarding auditing, and cites therein.

86. The Commission invites comment on the nature of the opacity of different forms of commercial surveillance practices. On which technological or legal mechanisms do companies rely to shield their commercial surveillance practices from public scrutiny? Intellectual property protections, including trade secrets, for example, limit the involuntary public disclosure of the assets on which companies rely to deliver products, services, content, or advertisements. How should the Commission address, if at all, these potential limitations?

Regarding Question 86:

Please see answer to 83 above and cites therein, regarding vague, misleading privacy policies that are not necessarily consistent with the actual commercial surveillance practices of the system.

\(^{76}\) openWPM Web Privacy Measurement Framework. [https://github.com/openwpm/OpenWPM](https://github.com/openwpm/OpenWPM)

\(^{77}\) The Haystack Project . [https://haystack.mobi/](https://haystack.mobi/)


\(^{79}\) [https://thedigitalstandard.org/](https://thedigitalstandard.org/)
89. To what extent should trade regulation rules, if at all, require companies to explain (1) the data they use, (2) how they collect, retain, disclose, or transfer that data, (3) how they choose to implement any given automated decision-making system or process to analyze or process the data, including the consideration of alternative methods, (4) how they process or use that data to reach a decision, (5) whether they rely on a third-party vendor to make such decisions, (6) the impacts of their commercial surveillance practices, including disparities or other distributional outcomes among consumers, and (7) risk mitigation measures to address potential consumer harms?

Regarding Question 89:

One interesting finding from the OVRseen paper\(^8^0\) is that a lot of companies (app developers) in VR, at least, tend to neglect referencing third-party privacy policies in their privacy policies, whereas their app actually uses a lot of third-party libraries that collect data without their and, moreover, user's knowledge.

Please see answers to Questions 83; they apply here as well.

92. To what extent should the Commission, if at all, make regular self-reporting, third-party audits or assessments, or self-administered impact assessments about commercial surveillance practices a standing obligation? How frequently, if at all, should the Commission require companies to disclose such materials publicly? If it is not a standing obligation, what should trigger the publication of such materials?

Regarding Q92:

See also our response to questions 83 and 89 above, and citations therein.

At the very minimum, the Commission should require companies to make information available to the public about what data it collects and for what purpose, similar in spirit to Apple’s App Tracking Transparency. Companies should be obligated to both list data collected for first-party use, as well as data that is collected and shared with third parties. The data collection information should be required to be comprehensive: it should list specific data types, collection frequency for each data type, and it should restrict use of vague, aggregate terms (e.g., “device serial number, device MAC address, advertising ID” instead of “various unique identifiers” and “first name, last name, phone number” instead of “personal information” or “contact details”). The format in which the data collection practices are presented should be standardized by the Commission. It is (a) comprehensible for the average consumer and (b) machine readable, to enable automated analysis of data collection practices. Inspiration may be drawn from the standardized privacy notices used by financial institutions.\(^8^1\) As third-party data collection often stems from integration of third party code, providers of such code should be obligated to make their data collection information in their privacy notice available s.t. other developers can easily include it in products that integrate said
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\(^8^0\)Trimananda et al., OVRSeen.

\(^8^1\) Lorrie Faith Cranor et al. A Large-Scale Evaluation of U.S. Financial Institutions’ Standardized Privacy Notices.
code. For instance, it is found in the Oculus VR ecosystem that the negligence of including references to these third-party privacy notices by developers is prevalent.\textsuperscript{82}

However, self-reporting cannot be relied on exclusively as it provides no means to detect inaccurate reporting. To minimize inaccuracies resulting from negligence, companies should be required to self-audit their products (i.e., actual testing of their products) to ensure that self-reporting stays consistent with the actual behavior of their products. The legislative requirements to the frequency of such self-audits should consider to what extent auditing can be automated (e.g., as has been shown to be possible for smart TVs\textsuperscript{83}, voice assistants\textsuperscript{84}, and VR\textsuperscript{85}), crowd-sourced, or has to be performed manually.

To hold companies accountable and truthful, the Commission should require companies to build mechanisms into their products that enable an independent (trusted) party (e.g., researchers, non-profit consumer advocates) to audit the data collection practices. There should be an interface provided by companies for auditing of their (commercial surveillance) practices and for checking their consistency with the privacy policies and compliance with privacy laws.

\textbf{93. To what extent do companies have the capacity to provide any of the above information?}

Given the potential cost of such disclosure requirements, should trade regulation rules exempt certain companies due to their size or the nature of the consumer data at issue?

Regarding Question 93:

We demonstrate through a comparative study of dark pattern experiences across three modalities that companies often do have the technical capacity to serve certain consumer-forward features (e.g., bulk settings toggles, simpler navigation, provision of options, among other designs) in at least one modality of that service.\textsuperscript{86} However, ‘capacity’ at a platform level – that a service is technically capable of offering certain settings at all – should result in important options being provided to consumers regardless of modality; a service that offers certain user account settings in a website should offer those same settings via app if those are useful privacy or consumer controls and there are no legitimate design constraints on offering those controls everywhere the service is accessed in a similar fashion. Disclosures are typically less complicated to serve than highly interactive features, so companies that are capable of providing disclosures in one modality while providing more technologically complicated parts of their service across several modalities should be required to provide disclosures equivalently across all modalities.

To ensure that consumer experiences do not disparately impact those who have less access to multiple devices, trade regulation rules should institute disclosure requirements across modalities with minimal exemptions; the cost of implementing such disclosures should be outweighed by an

\textsuperscript{82} Trimananda et al., \textit{OVRseen}.
\textsuperscript{83} Varmarken et al. \textit{The TV is Smart and Full of Trackers}.
\textsuperscript{84} Iqbal et al. \textit{Your Echos are Heard}.
\textsuperscript{85} Trimananda et. al., \textit{OVRseen}.
\textsuperscript{86} Gunawan et. al. \textit{A Comparative Study of Dark Patterns}.
interest in protecting all consumers of a given service. (Note that these recommendations are particular to multimodal services, not unimodal services like app-only or website-only tools).

Remedies

94. How should the FTC’s authority to implement remedies under the Act determine the form or substance of any potential new trade regulation rules on commercial surveillance? Should new rules enumerate specific forms of relief or damages that are not explicit in the FTC Act but that are within the Commission’s authority? For example, should a potential new trade regulation rule on commercial surveillance explicitly identify algorithmic disgorge, a remedy that forbids companies from profiting from unlawful practices related to their use of automated systems, as a potential remedy? Which, if any, other remedial tools should new trade regulation rules on commercial surveillance explicitly identify? Is there a limit to the Commission’s authority to implement remedies by regulation?

Regarding Question 94:

With regards to issuing damages for nonmaterial harms of deceptive designs and dark patterns, including privacy loss and associated nonmaterial harms, the Commission’s authority is limited by extant by a lack of effective measurements for evaluating such harms towards a satisfiable legal threshold, much like the GDPR and EU examples discussed in our case study of consent dark patterns and opportunities for redress.87 (We do acknowledge recent successes with dark patterns enforcement actions, which do compensate users for some deceptive behaviors). New rules should enumerate forms of damages for nonmaterial harms to users that are not explicit in the FTC Act, defining these further and drawing upon prior FTC dark patterns enforcement actions to build these definitions. Similar remedial tools must look beyond consent to protect consumers against commercial surveillance, and should explicitly discuss the role of deceptive designs in over-encouraging consumer data sharing generally, then prohibit the use of such designs without effective disclosure in high-risk consumer interactions.

Obsolescence

95. The Commission is alert to the potential obsolescence of any rulemaking. As important as targeted advertising is to today’s internet economy, for example, it is possible that its role may wane. Companies and other stakeholders are exploring new business models. Such changes would have notable collateral consequences for companies that have come to rely on the third-party advertising model, including and especially news publishing. These developments in online advertising marketplace are just one example. How should the Commission account for changes in business models in advertising as well as other commercial surveillance practices?

Regarding Question 95:

87 Gunawan et. al. Redress for Dark Patterns.
The aforementioned ‘duty of loyalty’ is one way to account for changes in business models and related practices because this duty is resilient to temporary trends or future innovation. Loyalty as a principle for improving consumer privacy naturally requires companies to adapt to changing technologies and business models while keeping their duty to consumers constant. Rules that promote loyalty and trust, particularly rules that speak to the nature of the relationship between company and consumer, provide flexibility and some preventative measures against future abuses of advertising and commercial surveillance.
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88 Richards and Hartzog. A Duty of Loyalty.